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Abstract: Intuitionistic fuzzy sets (IFSs) can effectively represent and 
simulate the uncertainty and diversity of judgment information offered by 
decision-makers (DMs). In comparison to fuzzy sets (FSs), IFSs are highly 
beneficial for expressing vagueness and uncertainty more accurately. As a 
result, in this research work, we offer an approach for solving group decision-
making problems (GDMPs) with fuzzy parameterized intuitionistic multi 
fuzzy N-soft set (briefly, FPIMFNSS) of dimension q by introducing its induced 
fuzzy parameterized hesitant N-soft set (FPHNSS) as an extension of the 
multi-fuzzy N-soft set (MFNSS) based group decision-making method 
(GDMM). In this study, we use the proposed GDMM to solve a real-life GDMP 
involving candidate eligibility for a single vacant position advertised by an IT 
firm and compare the ranking performances of the proposed GDMM with the 
Fatimah-Alcantud method.  

Key words: Decision Making, Fuzzy set, Soft set, N-soft set, Intuitionistic 
fuzzy set. 

1. Introduction  

Soft set theory (SST) was first presented by Molodtsov (1999) as a fundamental 
and useful mathematical method for dealing with complexity, unclear definitions, and 
unknown objects (elements). Since there are no limitations to the description of 
elements in SST, researchers may choose the type of parameters that they need, 
significantly simplifying decision making problems (DMPs) and making it easier to 
make decisions in the absence of partial knowledge, it is more effective. While several 
mathematical tools for modeling uncertainties are available, such as operations 
analysis, probability theory, game theory, FS theory, rough set theory, and interval-
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valued fuzzy set (IVFS), each of these theories has its own set of problems. 
Furthermore, all of these theories lack parameterization of the tools, which means 
they can't be used to solve problems, especially in the economic, environmental, and 
social realms. In the sense that it is clear of the aforementioned difficulties, SST 
stands out. 

The SST is extremely useful in a variety of situations. Molodtsov (1999) developed 
the basic results of SST and successfully applied it to a variety of fields, including the 
smoothness of functions, operations analysis, game theory, Riemann integration, 
probability, and so on. Later, Maji et al. (2003) presented several new SST concepts, 
such as subset, complements, union, and intersection, as well as their 
implementations in DMPs. Ali et al. (2009) identified some more operations on SST 
and demonstrated that De Morgan's laws apply to these new operations in SST. To 
solve the DMPs, Maji et al. (2002) used SST for the first time. Recently, several 
authors later looked into the more broad properties and applications of SST. Fatimah 
et al. (2018, 2019) studied the concepts of probabilistic SST and dual probabilistic 
SST in DMPs with positive and negative parameters, and Alcantud (2020) introduced 
soft open bases and presented a new construction of soft topology from bases for 
topology. 

Many academics are interested in hybrid models, as seen by the aforementioned 
references. Many hybridization options for the recently created N-soft sets (NSSs) 
(Fatimah et al. 2018a) model. This model's primary role is to broaden the scope of 
SST applications, which deal with qualities that resemble the universe of discourse. 
Because many real-world examples have insisted on their applicability, this paradigm 
constitutes a practical expansion of SST (Fatimah et al., 2018a; Alcantud et al., 2019; 
Kamaci & Petchimuthu, 2020; Kushwaha et al., 2020). In addition, it has 
demonstrated its theoretical flexibility: the model is adaptable to hybridization with 
alternative theories of ambiguity and uncertainty. Akram et al. (2018, 2019, 2019a, 
2019b, 2021), Chen et al. (2020), Liu et al. (2020), and Riaz et al. (2020) have built 
hybrid structures that incorporate other notable properties of approximation 
knowledge structures. An N-soft structure (Riaz et al., 2019) exists as a natural 
extension of soft topology and is a natural extension of topological studies (Alcantud 
et al., 2020; Terepeta, 2019; Youssef & Webster, 2022). 

The idea of the FS was started by Zadeh (1965), thereafter, many new approaches 
and ideas have been offered to deal with imprecision and ambiguity, such as the 
hesitant fuzzy sets (HFSs) (Torra, 2010), multi-fuzzy sets (MFSs) (Sebastian & 
Ramakrishnan, 2011), IFSs (Atanassov, 1986), intuitionistic multi-fuzzy sets (IMFSs) 
(Shinoj & John, 2012) and so on (Abdulkareem et al., 2020, 2021; Azam & Bouguila, 
2019, 2020; Mohammed & Abdulkareem, 2020). FS has a wide range of applications, 
including databases, neural systems, pattern recognition, medicine, fuzzy modelling, 
economics, and multicriteria DMPs (Alcantud & Torra, 2018; Al-Qudah & Hassan, 
2017, 2018). Maji et al. (2001) described fuzzy soft set (FSS), which is a hybrid of FS 
and SST. FSS based decision-making method (DMM) was first proposed by Roy and 
Maji (2007). Thereafter, the applications of FSSs have been gradually concentrated by 
using these concepts. Feng et al. (2010) introducing an adjustable DMM to solve FSS-
based DMPs. Thereafter, Zhu and Zhan (2016) described and presented the t-norm 
operations on fuzzy parameterized FSSs, as well as shown their applications in DMPs. 
Çağman et al. (2010, 2011) introduced the concept of FP-FSS and its applications in 
DMPs and later on proposed a new idea of FP-SST and shown some applications in 
DMPs. Das and Kar (2015) presented the concept of HFSS and studied its 
application in DMPs. Alcantud and Mathew (2017) recently defined separable FSS 
with its applications in DMPs for both positive and negative qualities. Alcantud et al. 
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(2017) developed a methodology for asset assessment using an FSS (flexible FSS) 
based DMM. Al-Qudah and Hassan (2018) presented the theory of complex multi-FSS 
as well as studied its entropy and similarity measure. Based on revised aggregation 
operators, Peng and Li (2019) suggested a DMM using HFSS. Lathamaheswari et al. 
(2020) presented the theory of triangular interval type-2 FSS and also, shown its 
applications. Petchimuthu et al. (2020) defined the mean operators and generalized 
products of fuzzy soft matrices and discussed their applications in MCGDM. Paik and 
Mondal (2020) introduced a distance-similarity method to solve fuzzy sets and FSSs 
based DMPs. Paik and Mondal (2021) had shown the representation and application 
of FSSs in a type-2 environment.  Močkoř and Hurtik (2021) used the concept FSSs in 
image processing applications. Gao and Wu (2021) defined the notion of filter with its 
applications in topological spaces formed by FSSs. Dalkılıç and Demirtaş (2021) 
introduced the idea of bipolar fuzzy soft D-metric spaces. Dalkiliç (2021) defined 
topology on virtual FP-FSSs.  Bhardwaj and Sharma (2021) described an advanced 
uncertainty measure using FSSs and shown its application in DMPs. Atanassov 
(1986) suggested the notion of IFS as a generalization of FS. Maji et al. (2001, 2004) 
defined intuitionistic-FSS (IFSS) as an important mathematical method for solving 
DMPs in an uncertain situation by combining SST with IFS. Das and Kar (2014) 
proposed a GDMM in medical system using IFSS and Das et al. (2014) suggested a 
MAGDM based on interval-valued intuitionistic fuzzy soft matrix. Later on, Das et al. 
(2018) proposed a DMM based on intuitionistic trapezoidal FSS and Krishankumar et 
al. (2019) presented a framework for MAGDM using double hierarchy hesitant fuzzy 
linguistic term set. Also, Das et al. (2019) presented the concept of correlation 
measure of HFSSs as well as their applications in DMPs.  

The topic of intertemporal FSS selection was first raised by Alcantud and Muñoz 
Torrecillas (2018). The algorithms for IVFSSs in stochastic MCDM and neutrosophic 
soft DMM were introduced by Peng and Liu (2017) and Peng and Yang (2017). 
Furthermore, based on CODAS and WDBA with novel information measures, Peng 
and Garg (2018) suggested unique algorithms for IVFSSs in emergency DMPs. In the 
case of SST, Zhan and Alcantud (2019) provide an updated assessment of the 
parameter reduction literature. One or more of the following constraints limited the 
majority of SST researchers (Ma et al., 2017) or other updated hybrid model 
summaries): The evaluations can either be binary integers between 0 and 1, or real 
values between 0 and 1, such as FSSs or separable FSSs (Maji et al., 2001a).  
Both scenarios are discussed by Alcantud and Santos-García (2017), which includes 
an examination of partial data. In scenarios such as social assessment systems or the 
presentation of ranking positions in ordinary life, however, we encounter information 
with a different framework that is not binary. NSSs (Fatimah et al., 2018) are, 
nonetheless, the accurate formal expression of the concept of a parameterized 
description of the universe of objects based on a finite number of ordered grades and 
the other extended structures of SST that have been linked to social choice were 
mentioned by Fatimah et al. (2018, 2019). The idea of parameter reduction in NSSs 
was recently presented by Akram et al. (2021). When the membership degrees of the 
alternatives are not uniquely defined, such as due to group knowledge or hesitancy 
(2011, 2015), HFSs (2019) are useful. Hesitancy is a model that can be combined with 
other key structures, for contemporary examples see, Fatimah and Alcantud (2018), 
Liu and Zhang (2017, 2017a), Peng and Liu (2017), Peng and Yang (2017) and Peng 
and Garg (2018). Recently, Krishankumar et al. (2021, 2021a) presented a decision 
framework under probabilistic hesitant fuzzy environment with probability 
estimation for multi-criteria decision making and introduced the idea of Interval-
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valued probabilistic hesitant fuzzy set-based framework for group decision-making 
with unknown weight information. Fatimah and Alcantud (2021) introduced the 
concept of MFNSS and developed a GDMM as a generalization of the successful idea of 
NSS and MFS, for solving GDMPs.  

IFSs can effectively represent and simulate the uncertainty and diversity of 
judgment information offered by DMs. In comparison to FSs, IFSs are highly beneficial 
for expressing vagueness and uncertainty more accurately. As a result, in this paper, 
we offer an approach for solving GDMPs with FPIMFNSS, by extending the MFNSS 
based GDMM. The new structure combines the advantages of IMFS with those of FP-
soft sets and NSSs, three structures that have received a lot of attention in current 
years. The constructed method in this paper is very advantageous for solving GDMPs. 
In this study, we use the proposed GDMM to solve a real-life GDMP involving 
candidate eligibility for a single vacant position advertised by an IT firm and compare 
the ranking performances of the proposed GDMM with the Fatimah-Alcantud method.  
The following is the structure of this paper: The essential concepts and conclusions of 
FS, IFS, soft set, IMFS, NSS, MFNSS, and IFNSS are presented in Sec. 3, which will be 
important in later discussions. In Sec. 4, we define FPIMFNSS and its induced FPHNSS 
as an extension of the MFNSS, along with some fundamental features. In Sec. 5, we 
present an advanced and adjustable GDMM for solving GDMPs based on FPIMFNSSs. 
In Sec. 6, we show the validity of our proposed GDMM with the help of one real-life 
example, and in Sec. 7, we address comparison analysis with the Fatimah-Alcantud 
method. Finally, in Sec. 8, we bring the paper to a conclusion and our future work. 

2. Literature review 

Torra (2010) was the first to propose the idea of HFSs. Torra and Narukawa 
(2009) described certain new operations on HFSs and used them in DMPs. Xia and Xu 
(2011) proposed hesitant fuzzy information aggregation in DMPs. Zhu et al. (2014) 
suggested a technique for deriving a ranking from hesitant fuzzy preference relations 
under group DMPs. Das and Kar (2014) proposed a GDMM in medical system using 
IFSS and Das et al. (2014) suggested a MAGDM based on interval-valued intuitionistic 
fuzzy soft matrix. Liu and Zhang (2017, 2017a) proposed an MCDM technique with 
neutrosophic hesitant fuzzy heronian mean aggregation operators and also, 
developed an extended MCDM technique with the help of neutrosophic hesitant fuzzy 
information. Peng and Dai (2017) proposed hesitant fuzzy soft DMMs based on 
COPRAS, MABAC, and WASPAS with combined weights. Fatimah and Alcantud (2018) 
initiated the idea of expanded dual HFSs and Peng and Li (2019) proposed a hesitant 
fuzzy soft DMM with the help of revised aggregation operators, CODAS and WDBA. 
Sebastian and Ramakrishnan (2011) defined MFS as an extension of FS. Thereafter, 
Shinoj and John (2012) developed the concept of IF-multisets and applied it in 
medical diagnosis. Yang et al. (2013) developed the theory of MFSS and its 
application in DMPs. Dey and Pal (2015) developed the concept of generalized MFSS 
and its application in DMPs. 

Fatimah et al. (2018) first introduce the idea of NSSs and based on NSSs they 
proposed DMMs. Later on, Akram et al. (2018) initiated the theory of a novel model of 
fuzzy NSSs with its applications in DMPs. Riaz et al. (2019) introduced the theories of 
N-soft topologies and shown their applications in MCGDM. Akram et al. (2019) 
developed some group DMMs based on HNSSs. Later on, Akram et al. (2019) 
presented a novel structure of hesitant fuzzy NSSs with its applications in DMPs. 
Akram and Adeel (2019) proposed the TOPSIS approach to MCGDM with the help of 
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an interval-valued hesitant fuzzy N-soft environment and Akram et al. (2019) 
developed a new hybrid DMM with IF-N-soft rough sets. Das et al. (2018) proposed a 
DMM based on intuitionistic trapezoidal fuzzy soft set and Krishankumar et al. 
(2019) presented a framework for MAGDM using double hierarchy hesitant fuzzy 
linguistic term set. Also, Das et al. (2019) presented the concept of correlation 
measure of hesitant fuzzy soft sets as well as their applications in DMPs. Recently, 
Riaz et al. (2020) defined neutrosophic NSS and applied it with the TOPSIS method 
for MCDM. Kamacı and Petchimuthu (2020) introduced bipolar NSS theory with its 
applications and Liu et al. (2020) proposed an MCDM method based on neutrosophic 
vague NSSs. Chen et al. (2020) presented a group DMM based on generalized vague 
NSSs. Akram et al. (2021) presented the parameter reductions in NSSs and shown 
their applications in DMPs and Alcantud et al. (2019) presented an NSS approach 
using rough set. Recently, Krishankumar et al. (2021, 2021a) presented a decision 
framework under probabilistic hesitant fuzzy environment with probability 
estimation for multi-criteria decision making and introduced the idea of Interval-
valued probabilistic hesitant fuzzy set-based framework for group decision-making 
with unknown weight information. Fatimah and Alcantud (2021) defined the theory 
of MFNSS and its applications to DMPs.  

It is clear from the continuing literature analysis that previous researchers built 
tools for various real-world scenarios using NSS, FP-SST, or MFSS. Previous research 
studies have not combined NSS, FP-SST, and MFSS in an IF setting. IFSs can effectively 
represent and simulate the uncertainty and diversity of judgment information offered 
by DMs. In comparison to fuzzy sets, IFSs are highly beneficial for expressing 
vagueness and uncertainty more accurately. Thus, in this paper, we offer an approach 
for solving GDMPs with FPIMFNSS by introducing its induced FPHNSS as an 
extension of the MFNSS based GDMM. MFNSS is a fantastic and useful tool to deal 
with GDMPs, but it has some limitations. As a result of combining the three models, 
this study effort focuses on GDMPs in the real world. Consequently, the current gap in 
the real-time practical implementation of combined NSS, FP-SST, and MFSS in an IF 
setting as a FPIMFNSS would be filled by this integrated NSS, FP-SST, and MFSS 
model. This proposed model would provide the most up-to-date viewpoint and 
motion for dealing with real-world GDMPs.  

3. Preliminary 

Let us consider Ω represents the starting universe and Q represents a nonempty 
set of parameters. Let the power set of Ω is denoted by P(Ω) and PQ. Let, 

 , 2,3,4,5,....q N 
 
and  0,1,2,3,4,5,...., 1 .R N   

Definition 3.1 (Zadeh, 1965). An FS Z on Ω is a set with a structure 

   o, μ o : ,ZZ o 
 
where the real-valued function μ : [0, 1]z  is said to be 

the membership function and  μ oz  
is called the degree of membership for each 

object .o  
Assume that, in this research paper FS(Ω) means the collection of all FSs on Ω. 
Definition 3.2 (Atanassov, 1986). An IFS Z on Ω is a set with a structure 

Z ZZ={ o, ( o ) , ( o )  : o }   , where the real-valued functions Z :Ω[ 0,1] and 

Z : Ω[0, 1] means the membership function and the non-membership function 

respectively, and     μ o ,  oz z  
are called the degree of membership and the degree 

https://link.springer.com/article/10.1007/s00521-020-05160-7#auth-Raghunathan-Krishankumar
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of non-membership for each object oΩ, satisfying the condition 

Z Z0 ( o )+ ( o ) 1     for each object oΩ. 

Assume that, in this research paper IFS(Ω) means the collection of all IFSs on Ω. 
Definition 3.3 (Molodtsov, 1999). A soft set over the nonempty universe Ω is a pair 

(, P), where  is a mapping defined by : PP (Ω). 
Definition 3.4 (Shinoj & John, 2012). An IMFS Z on Ω is a set with a structure  

 1 1 2 2, ( ( ), ( )), ( ( ), ( )),...., ( ( ), ( )) : ,q qZ o o o o o o o o       
 

where the real-valued 

functions 
k : [0,1],  : [0,1]k   

 
satisfying the condition 

k0 ( ) (o) 1ko   
 

for k =1, 2, 3,...,q and for each oΩ.  

In this research paper, ( )qIMFs   means the collection of all IMFSs on Ω. 

Definition 3.5 (Fatimah et al., 2018). A triple (Ψ, P, N) is said to be an NSS on Ω, 

where : P 2 R   is a function, satisfying the condition, for each p ∈ P and o ∈ Ω 

there exists a unique couple ( , )po r R  such that ( , ) ( ),po r p  pr R . The 

object o belongs to the collection of p-approximations of the universal set Ω with the 
grade pr , according to the interpretation of the couple ( , ) ( )po r p . 

Definition 3.6 (Akram et al., 2019). A triple (, P, N) is said to be a hesitant N-soft 

set (simply, HNSS) over Ω, where : P 2 R   is a function such that for every p ∈ P 

and o∈Ω there exists at least one couple ( , )po r R  such that 

( , ) ( ),  p po r p r R  . 

Definition 3.7 (Akram et al. 2019). The collection h satisfying the condition 

 0,1,2,3,4,5,...., 1h R N      is said to be hesitant N-tuple (simply, HNT). Any 

HNSS has a tabular representation consisting of a matrix whose cells are HNTs. 

Definition 3.8 (Fatimah & Alcantud, 2021). Let ( , )( ) N qMFs   be the set of all q-

tuples of triples of objects from [0,1]R

 

indexed by Ω, i.e., the collection of all objects 

having the structure  1 1 2 2, ( ( ), ( )), ( ( ), ( )),...., ( ( ), ( )) : ,q qo r o o r o o r o o o   
 

where 

k: ,  and : [0,1]kr R  
 
are mappings. An MFNSS on Ω is a pair (Ψ, P), such that 

Ψ is a mapping ( , ): ( ) N qP MFs   defined by  

   1 1 2 2, ( ( ), ( )), ( ( ), ( )),...., ( ( ), ( )) :          (1)q qp o r o o r o o r o o o       

Definition 3.9 (Fatimah & Alcantud, 2021). Let  , P  be an MFNSS on Ω, where 

 1 2, ,..., mP p p p Q 
 

and  1 2, ,..., m     , a vector of thresholds [0,1]i   

associated with each 
ip P

 
for i=1,2,..m. Then the HNSS α-induced by  , P  is the 

triple  , ,H P N

   
where : ( )H P P R

   is a mapping, such that  

  ( ) , ( ) : ( ) , 1,2,..., :                  (2)j j

j i t i t i j iH p o r o o t q o

      
 

Definition 3.10 (Maji et al., 2001a). A pair (, P) is called an IFSS over Ω, where  
is a function given by : P IFS(Ω). 

Definition 3.11 (Akram et al., 2019). A triple (φ,K,N)  is  known as  IFNSS,  i f  
K= (Ψ, P, N) is an NSS over Ω and  : ( )P IFS R  

 
is a mapping, where 

( )IFS R
 
means the collection of all IFSs on .R
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Example 3.12. Let us consider that four candidates, denoted by  1 2 3 4, , ,o o o o  , 

applied for a single vacant position advertised by an IT firm. Then, the selection board 

of the firm has firstly determined a parameter set  1 2 3, ,P p p p , such that p1 = 

experience, p2 = knowledge of foreign language, and p3 = knowledge of software, 
which are used to assign grades to candidates. We can calculate a 5-soft set from 
Table 1, where 

4 stars mean Excellent 
3 stars mean very good 
2 stars mean good 
1 star means regular 
Circle means bad. 
The set of grades G = {0, 1, 2, 3, 4} can be easily associated with checkmarks as 

follows: 
0 stands for ‘o’ 
1 stands for * 
2 stands for ** 
3 stands for *** 
4 stands for ****. 
Then from Definition 3.5, the tabular form of 5-soft set K=(Ψ, P, 5) can be shown 

in Table 2 and from Definition 3.11 the IF5SS (φ,K,5)is  given by Table 3.  

Table 1. Information extracted from the related data 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

*** 

* 

**** 

** 

**** 

** 

*** 

* 

* 

**** 

** 

**** 

Table 2. The 5-soft set K=(Ψ, P, 5) 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

3 

1 

4 

2 

4 

2 

3 

1 

1 

4 

2 

3 

Table 3. The IF5SS (φ,K,5) 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

(3,0.3,0.5) 

(1,0.3,0.4) 

(4,0.4,0.5) 

(2,0.6,0.3) 

(4,0.4,0.5) 

(2,0.3,0.4) 

(3,0.5,0.3) 

(1,0.4,0.5) 

(1,0.5,0.4) 

(4,0.5,0.3) 

(2,0.5,0.4) 

(3,0.3,0.5) 
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4. Theoretical analysis of FPIMFNSS  

In this research paper, we consider Ω represents the starting universe and Q 

represents a nonempty set of parameters. Let  1 2, ,..., mP p p p Q   and 

 ( ) : ,X pX p p P   be an FS over P.
 
Let  , 2,3,4,5,....q N  be two fixed numbers, 

where q is the dimension of our new structure and N distinguishes how many 
degrees of satisfaction with the parameters are permitted, allowing us to utilize 

 0,1,2,3,4,5,...., 1R N   as a collection of ordered grades and P(R) means the 

power set of R. 

Definition 4.1 Let us define ( , )( ) N qIMFs   as the set of all q-tuples of triples of 

objects from [0,1] [0,1]R 

 

indexed by Ω, i.e., the collection of all objects having the 

structure  1 1 1 2 2 2, ( ( ), ( ), ( )), ( ( ), ( ), ( )),...., ( ( ), ( ), ( )) : ,q q qo r o o o r o o o r o o o o      
 

where 
k: ,   : [0,1],  : [0,1]k kr R     and satisfying 

k0 ( ) (o) 1ko   
 
for 

k = 1, 2, 3,....., q. A FPIMFNSS of dimension q on Ω is a pair (Ψ, X) such that Ψ is a 

mapping ( , ): ( ) N qX IMFs   defined by ( ) ,X pp X   

   ( )

1 1 1, ( ( ), ( ), ( )),...., ( ( ), ( ), ( )) :               (3)X p

q q qp o r o o o r o o o o        

Note: Simply, we denote the set of all FPIMFNSSs of dimension q over Ω by 
( , )( , ) N qd P  where the parameter set P is fixed. 

Remark 4.2 If N=1, the members in ( , )( , ) N qd P  can be matched to those in 

( )qIMFs   and the element of (1, )( , ) qd P  is of the form  

 1 1 2 2, (0, ( ), ( )), (0, ( ), ( )),...., (0, ( ), ( )) : .q qo o o o o o o o      

 We identify it with 

  1 1 2 2, ( ( ), ( )), ( ( ), ( )),...., ( ( ), ( )) : ( )q

q qo o o o o o o o IMFs        

 

in a trivial 

manner.  

Example 4.3 Let  1 2 3, ,o o o   be the universe of candidates and  1 2,P p p  is 

the set of attributes and  0.5 0.7

1 2,X p p  be an FS over P. A FPIMF5SS of dimension 2 

(Ψ, X) on Ω is defined by the assignments 

 

 

0.5

1 1 2 3

0.7

2 1 2 3

( ) , (3,0.3,0.5), (4,0.5,0.3) , , (2,0.3,0.4), (4,0.5,0.3) , , (2,0.4,0.5), (3,0.4,0.4) ,

( ) , (1,0.4,0.5), (3,0.5,0.4) , , (2,0.3,0.4), (4,0.5,0.3) , , (3,0.5,0.3), (2,0.5,0.4) .

p o o o

p o o o

 

 

The tabular representation of the above FPIMF5SS of dimension 2 (Ψ, X) can be 
shown in Table 4.

 
Table 4. The FPIMF5SS of dimension 2  , X  

Ω 
p1 

0.5 

p2 

0.7 

o1 

o2 

o3 

(3,0.3,0.5)(4,0.5,0.3) 

(2,0.3,0.4)(4,0.5,0.3) 

(2,0.4,0.5)(3,0.4,0.4) 

(1,0.4,0.5)(3,0.5,0.4) 

(2,0.3,0.4)(4,0.5,0.3) 

(3,0.5,0.3)(2,0.5,0.4) 
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Definition 4.4 Let us consider two FPIMFNSSs ( , )( , ), ( , ) ( , ) N qX Y d P    , such 

that 

   ( ) ( )

1 1 1,  , ( ( ), ( ), ( )),..., ( ( ), ( ), ( )) : ,X Xp p

q q qp X p o r o o o r o o o o         
 

   ( ) ( )

1 1 1,  , ( ( ), ( ), ( )),..., ( ( ), ( ), ( )) : .Y Yp p

q q qp Y p o r o o o r o o o o                 

Then we say that  
[1] Subset: ( , ) ( , )X Y     if  

( ).  is a fuzzy subset of  ,  . .  ,   ( ) ( )X Yi X Y i e p P p p       

   ( ) ( )( ). ,  ( ) ( ), ( ) ( ) and ( ) ( )

,  and 1,2,...,

X Yp p

i i i i i iii p P p p r o r o o o o o

o i q

                

  
   

[2] Equal set: ( , ) ( , )X Y     if  

( ).  ,   ( ) ( )X Yi p P p p       

   ( ) ( )( ). ,  ( ) ( ), ( ) ( ) and ( ) ( )

,  and 1,2,...,

X Yp p

i i i i i iii p P p p r o r o o o o o

o i q

                

  
   

[3] Union: ( , ) ( , ) ( , )X Y Z     , where ,Z X Y   and   denotes the fuzzy 

union and ( ) ,Z pp Z   

   ( )

1 1 1, ( ( ), ( ), ( )),..., ( ( ), ( ), ( )) : ,  where ,Z p

q q qp o r o o o r o o o o o                

1( ) max{ ( ), ( )},  ( ) max{ ( ), ( )} and ( ) min{ ( ), ( )},  1,2,..., .i i i i i i i ir o r o r o o o o o o o i q              

 
[4] Intersection:  ( , ) ( , ) ( , )X Y Z     , where ,Z X Y   and  denotes the 

fuzzy intersection and ( ) ,Z pp Z   

   ( )

1 1 1, ( ( ), ( ), ( )),..., ( ( ), ( ), ( )) : ,  where ,Z p

q q qp o r o o o r o o o o o                

1( ) min{ ( ), ( )},   ( ) min{ ( ), ( )} and  ( ) max{ ( ), ( )},  1,2,..., .i i i i i i i ir o r o r o o o o o o o i q              

Definition 4.5 We consider a FPIMFNSS    ( , ), ( , ) N qX d P   . Its induced FPHNSS of 

dimension q is the pair  ,H X , where : ( )H X P R   is a mapping, such that                   

  ( )

1 2( ) , ( ), ( ),...., ( ) :                              (4)X p j j j

j i i i q i iH p o r o r o r o o


    

Example 4.6 Let  1 2 3 4, , ,o o o o   be the universe of candidates and 

 1 2 3, ,P p p p  is the collection of parameters. We consider the FPIMF5SS of 

dimension 3  , X
 
on Ω as shown in the Table 5. Then we have the induced FPH5SS 

of dimension 3
 
 ,H X  

as in Table 6.  
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Table 5. The FPIMF5SS of dimension 3  , X  

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 
 

 
o2 

 
 

o3 

 
 

o4 

(3,0.3,0.5) 
(4,0.5,0.3) 
(2,0.6,0.3) 

(2,0.3,0.4) 
(4,0.5,0.3) 
(3,0.5,0.3) 

(2,0.4,0.5) 
(3,0.4,0.4) 
(1,0.5,0.4) 

(1,0.5,0.4) 
(4,0.6,0.4) 
(3,0.4,0.5) 

(1,0.4,0.5) 
(3,0.5,0.4) 
(2,0.5,0.3) 

(2,0.3,0.4) 
(4,0.5,0.3) 
(3,0.5,0.3) 

(3,0.5,0.3) 
(2,0.5,0.4) 
(4,0.5,0.4) 

(1,0.4,0.4) 
(2,0.6,0.3) 
(3,0.4,0.3) 

(2,0.5,0.5) 
(3,0.3,0.4) 
(2,0.6,0.3) 

(3,0.5,0.4) 
(4,0.4,0.3) 
(2,0.6,0.3) 

(1,0.5,0.3) 
(2,0.3,0.5) 
(3,0.6,0.3) 

(4,0.3,0.4) 
(2,0.6,0.3) 
(3,0.4,0.3) 

Table 6. The FPH5SS of dimension 3  ,H X
 

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 
o2 

o3 

o4 

{3, 4, 2} 
{2, 4, 3} 
{2, 3, 1} 
{1, 4, 3} 

{1, 3, 2} 
{2, 4, 3} 
{3, 2, 4} 
{1, 2, 3} 

{2, 3, 2} 
{3, 4, 2} 
{1, 2, 3} 
{4, 2, 3} 

Definition 4.7 Let us fix   ( , ), ( , ) N qX d P    where  1 2, ,..., mP p p p Q 
 
and 

   1 1 2 2, ( , ), ( , ),..., ( , )m m         , a vector of thresholds , [0,1]i i    associated 

with each ip P
 
for i=1,2,..m. Then the (,)-FPHNSS induced by  , X  is the triple 

 , , ( , )H X  
  
where : ( )H X P R   is a mapping, such that  

  ( )
( ) , ( ) : ( )  and ( ) , 1,2,..., : .X p j j j

j i t i t i j t i j iH p o r o o o t q o


         
 

Example 4.8 Let  1 2 3 4, , ,o o o o   be the universe of candidates and 

 1 2 3, ,P p p p  is the set of attributes. We consider the FPIMF5SS of dimension 3 

 , X on Ω whose tabular information is displayed in Table 5 and let (,) = {(0.5, 

0.4), (0.5, 0.3), (0.6, 0.4)} be a fixed threshold. Then, we obtain (,)-FPH5SS whose 
tabular representation is in Table 7. 
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Table 7. The (,)-FPH5SS  , , ( , )H X    

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 
o2 

o3 

o4 

{4, 2} 
{4, 3} 

{1} 
{1, 4} 

{2} 
{4, 3} 

{3} 
{2} 

{2} 
{2} 
{3} 
{2} 

5. GDMM based on FPIMFNSS  

Now, we present our machine learning algorithm for solving GDMPs based on 
FPIMFNSS. The steps of our proposed GDMM listed below:  
 
Algorithm 1 

Step1: Enter a nonempty universe  1 2, ,..., ,no o o   a set of parameters 

 1 2, ,..., mP p p p ,  an FS  ( ) :X pX p p P 
 

over P, and a group of DMs 

1 2 q{M , M ,..., M } . 

Step2: Enter the DMs observations (IFNSSs) 1 2( , ),  ( , ),..., ( , ),qP P P    as 

provided by each DM. 

Step3: Compute the resultant FPIMFNSS  , X  of dimension q from the IFNSSs 

1 2( , ),  ( , ),...,  and ( , )qP P P    

Step4: Enter a threshold (,) =   , [0,1] [0,1], 1,2,...,j j j m     , where 

 ,j j   associated with each attribute .jp P  

Step5: Obtain the (,)-FPHNSS  , , ( , )H X  
 in its tabular form. 

Step6: Obtain the scores  ( )j ih o  of all the HNTs ( )j ih o  in  , ,H P N

  
by 

taking any operation (say, arithmetic mean, geometric mean, etc.), 

,  and j=1,2,3,....,mio   

Step7: Compute 

 
1

( ) ( ) ,   
m

i X j j i i

j

u p h o o


   

 

Step8: The best optimal choice is to select os if su
 
is maximized.  

Step9: If os has many values, any of os may be selected. 
Remark 5.1 In the 8th-step of our constructed GDMM, one can return to the 4th or 

6th steps and change the threshold (α,) or operation respectively that he previously 
used to adjust the final optimal choice, particularly when there are lots of optimal 
choices to choose from. 
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6. Result and Discussions 

In this part, we use the proposed GDMM to solve a real-life GDMP involving 
candidate eligibility for a single vacant position in a job posting. Let us consider that 

four candidates, denoted by  1 2 3 4, , ,o o o o  , applied for a single vacant position 

advertised by an IT firm. The selection of a candidate in this firm is based on star 
ratings and gradings given by a selection board comprised of three experts: a 
Director, a Subject Specialist, and a Chairman. Then, the selection board of the firm 

has firstly determined a parameter set  1 2 3, ,P p p p , such that p1 = experience, 

p2 = knowledge of foreign language, and p3 = knowledge of software, which are used 
to assign grades to candidates.  

Suppose, the three experts observations (IF5SSs) are in Tables 8, 9, and 10 

respectively and let  0.5 0.6 0.7

1 2 3, ,X p p p  be an FS over P.  Then the results of 

combining the three experts observations, we have the resultant FPIMF5SS (Ψ, X) of 
dimension 3 as shown in Table 11. Let us consider a threshold (, ) = {(0.5, 0.4), 
(0.5, 0.3), (0.6, 0.3)} associated with the parameter set P. Then, we obtain (,)-
FPH5SS as shown in Table 12. We use the arithmetic score on HNTs. Table 13 shows 
the results of the computations at steps 5 and 6. Step 7 suggests that the candidate o4 
is the best candidate for the vacant post in the IT firm. 

Table 8. Director’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

(3,0.4,0.5) 

 (3,0.4,0.4) 

(2,0.4,0.5) 

 (2,0.5,0.4) 

(3,0.4,0.5) 

 (3,0.5,0.4) 

 (3,0.5,0.3) 

 (4,0.6,0.2) 

(4,0.5,0.5) 

(3,0.6,0.4) 

(4,0.5,0.3) 

(4,0.5,0.4) 

 

Table 9. Subject specialist’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

(4,0.6,0.3) 

(4,0.5,0.3) 

 (4,0.4,0.4) 

 (4,0.6,0.4) 

 (4,0.5,0.4) 

 (4,0.6,0.3) 

(4,0.5,0.3) 

(2,0.6,0.3) 

(3,0.5,0.4) 

(4,0.5,0.3) 

(2,0.4,0.5) 

(2,0.6,0.2) 

Table 10. Chairman’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

(2,0.6,0.3) 

(3,0.6,0.3) 

(1,0.5,0.4) 

(3,0.5,0.4) 

(2,0.6,0.3) 

(3,0.5,0.3) 

(4,0.6,0.4) 

(3,0.6,0.3) 

(2,0.6,0.3) 

(2,0.6,0.3) 

(3,0.6,0.3) 

(3,0.4,0.3) 
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Table 11. The FPIMF5SS of dimension 3  , X  

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 
 
 

o2 

 
 

o3 

 
 

o4 

(3,0.4,0.5) 
(4,0.6,0.3) 
(2,0.6,0.3) 

(3,0.4,0.4) 
(4,0.5,0.3) 
(3,0.6,0.3) 

(2,0.4,0.5) 
(4,0.4,0.4) 
(1,0.5,0.4) 

(2,0.5,0.4) 
(4,0.6,0.4) 
(3,0.5,0.4) 

(3,0.4,0.5) 
(4,0.5,0.4) 
(2,0.6,0.3) 

(3,0.5,0.4) 
(4,0.6,0.3) 
(3,0.5,0.3) 

(3,0.5,0.3) 
(4,0.5,0.3) 
(4,0.6,0.4) 

(4,0.6,0.2) 
(2,0.6,0.3) 
(3,0.6,0.3) 

(4,0.5,0.5) 
(3,0.5,0.4) 
(2,0.6,0.3) 

(3,0.6,0.4) 
(4,0.5,0.3) 
(2,0.6,0.3) 

(4,0.5,0.3) 
(2,0.4,0.5) 
(3,0.6,0.3) 

(4,0.5,0.4) 
(2,0.6,0.2) 
(3,0.4,0.3) 

Table 12. The (,)-FPH5SS  , , ( , )H X  
 

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 

o2 

o3 

o4 

{4, 2} 

{4, 3} 

{1} 

{2, 4, 3} 

{2} 

{4, 3} 

{3, 4} 

{4, 2, 3} 

{2} 

{2} 

{3} 

{2} 

Table 13. The scores  ( )j ih o  with ui 

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

ui 

o1 

o2 

o3 

o4 

3 

3.5 

1 

4.5 

2 

3.5 

3.5 

4.5 

2 

2 

3 

2 

4.1 

5.25 

4.7 

6.35 

7. Comparison Results  

In this present sec., we first present the Fatimah-Alcantud method (Fatimah & 
Alcantud, 2021) for solving MFNSS based DMPs. Fatimah and Alcantud (2021) 
proposed the MFNSS based approach as follows: 

Algorithm 2 (Fatimah & Alcantud, 2021): 

Step1: Enter a nonempty universe  1 2, ,..., ,no o o   a set of parameters 

 1 2, ,..., mP p p p , an MFNSS  , P
 
of dimension q, a vector 

1 2( , ,..., )m     
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of threshold, and a weight 
1 2( , ,..., )mw w w w , where , [0,1]j jw   associated 

with each attribute 
jp P  

Step2: Obtain the HNSS  , ,H P N


 in its tabular form. 

Step3: Obtain the scores  ( )j ih o  of all the HNTs ( )j ih o  in  , ,H P N

  
by 

taking any operation (say, arithmetic mean, geometric mean), 

,  and j=1,2,3,....,mio   

Step4: Compute   
1

( ) ,  
m

i j j i i

j

u w h o o


     

Step5. The best optimal choice is to select os if su
 
is maximized.  

Step6. If os has many values, any of os may be selected. 
In this sense, it is impossible to compare the proposed GDMM in Sec. 5 to the 

Fatimah-Alcantud method because it is the first method suggested in connection to 
FPIMFNSS in an intuitionistic fuzzy environment. However, if the simulated 
problem's uncertainties are reduced, the approach can be compared to the Fatimah-
Alcantud method in a substructure MFNSS. As a result, we reduce the FPIMFNSS to 
MFNSS by considering only the membership-values of the objects in the FPIMFNSS 
and eliminating their non-membership values.  

Let us consider that four candidates, denoted by  1 2 3 4, , ,o o o o  , applied for 

a single vacant position advertised by an IT firm. The selection of a candidate in this 
firm is based on star ratings and gradings given by a selection board comprised of 
three experts: a Director, a Subject Specialist, and a Chairman. Then, the selection 

board of the firm has firstly determined a parameter set  1 2 3, ,P p p p , such that 

p1 = experience, p2 = knowledge of foreign language, and p3 = knowledge of software. 
Suppose, the three experts observations (IF5SSs) are in Tables 14, 15, and 16 

respectively and let  0.5 0.6 0.7

1 2 3, ,X p p p  be an FS over P.  Then the results of 

combining the three experts observations, we have the resultant FPIMF5SS (Ψ, X) of 
dimension 3 as shown in Table 17. 

If we consider the FPIMF5SS  , X  as shown in Table 17, then we may get its 

reduced FMNSS  , P  as in shown Table 18. We consider weight 

1 2 3( ( ) 0.5, ( ) 0.6, ( ) 0.7),w w p w p w p     same as our FS 

 0.5 0.6 0.7

1 2 3, ,X p p p
 
over P. Let (,) = {(0.5, 0.2), (0.5, 0.3), (0.6, 0.3)} be a fixed 

threshold for our proposed GDMM and  = {0.5, 0.5, 0.6} be a fixed threshold for 
Fatimah-Alcantud method.  

Table 14. Director’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

(3,0.4,0.5) 

(3,0.5,0.4) 

 (2,0.5,0.5) 

 (2,0.5,0.4) 

(3,0.4,0.5) 

 (2,0.5,0.4) 

 (3,0.5,0.3) 

 (4,0.6,0.2) 

(4,0.5,0.5) 

 (3,0.5,0.3) 

(4,0.5,0.3) 

 (4,0.5,0.4) 
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Table 15. Subject specialist’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

 (4,0.6,0.2) 

 (4,0.5,0.3) 

 (4,0.4,0.4) 

 (4,0.6,0.4) 

 (4,0.5,0.4) 

 (4,0.6,0.3) 

 (2,0.5,0.3) 

 (2,0.6,0.3) 

 (3,0.5,0.4) 

(4,0.5,0.3) 

 (2,0.4,0.5) 

 (2,0.6,0.2) 

Table 16. Chairman’s observation 

Ω p1 p2 p3 

o1 

o2 

o3 

o4 

 (2,0.6,0.3) 

(2,0.6,0.2) 

 (1,0.5,0.2) 

 (3,0.5,0.2) 

 (2,0.6,0.3) 

(3,0.5,0.3) 

 (1,0.6,0.4) 

(3,0.6,0.3) 

 (2,0.6,0.3) 

 (2,0.6,0.3) 

 (3,0.6,0.3) 

 (3,0.4,0.3) 

Table 17. The FPIMF5SS of dimension 3  , X  

Ω 
p1 
0.5 

p2 
0.6 

p3 
0.7 

o1 
 
 

o2 

 
 

o3 

 
 

o4 

(3,0.4,0.5) 
(4,0.6,0.2) 
(2,0.6,0.3) 

(3,0.5,0.4) 
(4,0.5,0.3) 
(2,0.6,0.2) 

(2,0.5,0.5) 
(4,0.4,0.4) 
(1,0.5,0.2) 

(2,0.5,0.4) 
(4,0.6,0.4) 
(3,0.5,0.2) 

(3,0.4,0.5) 
(4,0.5,0.4) 
(2,0.6,0.3) 

(2,0.5,0.4) 
(4,0.6,0.3) 
(3,0.5,0.3) 

(3,0.5,0.3) 
(2,0.5,0.3) 
(1,0.6,0.4) 

(4,0.6,0.2) 
(2,0.6,0.3) 
(3,0.6,0.3) 

(4,0.5,0.5) 
(3,0.5,0.4) 
(2,0.6,0.3) 

(3,0.5,0.3) 
(4,0.5,0.3) 
(2,0.6,0.3) 

(4,0.5,0.3) 
(2,0.4,0.5) 
(3,0.6,0.3) 

(4,0.5,0.4) 
(2,0.6,0.2) 
(3,0.4,0.3) 

Table 18. The reduced MFNSS  , P
 
of the FPIMF5SS  , X  

Ω s1 s2 s3 

o1 

o2 

o3 

o4 

(3,0.4)(4,0.6)(2,0.6) 

(3,0.5)(4,0.5)(2,0.6) 

(2,0.5)(4,0.4)(1,0.5) 

(2,0.5)(4,0.6)(3,0.5) 

(3,0.4)(4,0.5)(2,0.6) 

(2,0.5)(4,0.6)(3,0.5) 

(3,0.5)(2,0.5)(1,0.6) 

(4,0.6)(2,0.6)(3,0.6) 

(4,0.5)(3,0.5)(2,0.6) 

(3,0.5)(4,0.5)(2,0.6) 

(4,0.5)(2,0.4)(3,0.6) 

(4,0.5)(2,0.6)(3,0.4) 

Now, we apply the suggested GDMM as well as the Fatimah-Alcantud method to 

the FPIMF5SS  , X
 
and its reduced MFNSS  , P , as shown in Tables 17 and 18, 

respectively. The decision sets and the ranking orders of the approaches within their 
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own structures are given in Table 19. Table 19 shows that according to the Fatimah-
Alcantud method three candidates o1, o2, and o4 are eligible for a single vacant 
position, but according to our suggested GDMM, only one candidate o1 is eligible. In 
this example, Fatimah-Alcantud method is unable to determine the best candidate for 
a single vacant position, whereas we are able to do so. As a result, the proposed 
strategy has been successfully applied to a problem with additional uncertainty.  

Table 19. The decision sets and ranking orders of the proposed GDMM and Fatimah-
Alcantud method 

DMMs (Algorithms) Decision sets Ranking 

Algorithm-1  

(Proposed GDMM) 

Algorithm-2  

Fatimah and Alcantud (2021) 

 1 2 3 4( ,5.2), ( ,4.5), ( ,4.1), ( ,4.7)o o o o  

 
 

 1 2 3 4( ,4.7), ( ,4.7), ( ,4.05), ( ,4.7)o o o o  

1 4 2 3o o o o  

 
1 2 4 3o o o o   

8. Conclusions  

IFSs can effectively represent and simulate the uncertainty and diversity of 
judgment information offered by DMs. In comparison to FSs, IFSs are highly beneficial 
for expressing vagueness and uncertainty more accurately. As a result, in this 
research work, we offer an approach for solving GDMPs with FPIMFNSSs by 
extending the MFNSS (Fatimah & Alcantud, 2021) based GDMM. In this study, we use 
the proposed GDMM to solve a real-life GDMP involving candidate eligibility for a 
single vacant position advertised by an IT firm. We also compare the ranking 
performances of the proposed GDMM with the Fatimah-Alcantud method and we 
have shown that the Fatimah-Alcantud method is unable to determine the best 
candidate for a single vacant position, whereas we are able to do so. We hope that this 
proposed model would provide the most up-to-date viewpoint and motion for dealing 
with real-world GDMPs. 

In a future study, we will extend this proposed GDMM to other real-life 
applications in the field of pattern recognition and medical diagnostics. 
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